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Abstract : We prove here convergence results for the approximate finite volume solutions of a diffusion
problem with mixed Dirichlet, Neumann and Signorini boundary conditions which is formulated as a
variational inequality. The convergence result is also shown to be easily adapted to the case of the
obstacle problem which also writes as a variational inequality. An error estimate of order one with
respect to the mesh size is given when the solutions to the continuous problems belong to H?(f2).
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1 Introduction

The first problem which we deal with here arises from the modelling of the so called ”triple point”
of an electrochemical reaction [26] . A diffusion equation is written for the concentration of oxy-
gen vacancies on a square domain. The upper part of the domain is assumed to be insulated,
yielding a homogeneous Neumann condition; on the left side of the domain, symmetry consid-
erations also yield a homogeneous Neumann condition; on the bottom side the concentration
is fixed and therefore a non-homogeneous Dirichlet boundary condition is considered. Finally,
unilateral constraints of the Signorini type appear on the right side. This type of constraints
also appears in friction mechanics, see e.g. [7].

We generalize the problem to the case where € is a polygonal domain of IR%, d = 2 or 3, so that
the problem under consideration writes:

—Au(z) = 0, ze€Q, (1)
u(zr) = 0, zeTll (2
Vu(r) - n = 0, zel? (3)

with the following Signorini boundary condition:

u(z) = a,
Vu(z) - n > b, rel?, (4)
(u(z) —a)(Vu(x)n—>b) = 0,

under the following assumptions:
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Assumption 1.1

1. Q is a bounded open polygonal subset of R, d =2 or 3.

2. 09, the boundary of Q, is composed of three non empty, non intersecting connected sets
', I'? and T3, such that TTUT2UT3 = 99,

3. a€elR_andbeR,

and where n is the unit normal vector to 9Q2 outward to the domain 2. Under some regularity
assumptions, it may be shown [17] that Problem (1)-(4) is equivalent to the following variational
problem:

uwe Kk ={ve H(Q), v, =0, v, >a a.e}, satisfying :

/ Vu(e)- Voo —u)@)dz > [ () 1) (s)ds, W0 e K. (5)

with v, = ~(v)|, (i =1,3), where 7 is the trace operator from HY(Q) to L?(09). By Stam-
pacchia’s Theorem, Problem (5) has a unique solution. We refer to [2], [29] [32] and references
therein for results concerning existence, uniqueness and regularity of the solution to this type of
problem.

In order to demonstrate the generality of our methodology, we shall also consider the well-known
“obstacle problem”; using the tools developped for the Signorini problem we shall show that an
approximation by the finite volume scheme converges to the exact solution. Let us then consider
the problem :

6
7
8

9

(—Au(z) = f(2))(¥(z) —u(z) =0, z€Q,
u(z) < P(z), =z €,
u(z) =0, z€dQ,
)

)
)
)
—Au(x) — f(z)) =20, =z €I, )

(
(
(
(

under the following assumptions:

Assumption 1.2
1. Q is a bounded open polygonal subset of R?, d =2 or 3.
2. f e L*Q),
3. e HY()NCKQ),
4. ¥ >0 a.e. in a neighborhood of 01,



A weak form of the obstacle problem (6)-(8) yields the following variational inequality:

ue K ={veH}Q), v<1on Q}, satisfying :
/ Vu(z) - V(v —u)(z)dr > / f(@)(v(x) — u(z))ds, Yvelk,
Q Q

By Stampacchia’s theorem, there exists a unique solution of (10) in H}(£2).

Variational inequalities arising from problems with unilateral constraints such as (5) and (10)
are classically approximated by the finite element method, [25], [18] and [19]; error estimates
have been established in Falk [13], Mosco-Strang [31], Glowinski-Lions-Trémolieres [18], Ciarlet
[5]. Glowinski [19], Brezzi-Hager-Raviart [3], [20], [4] and Falk-Mercier [14]. For the particular
Signorini problem (i.e. Signorini boundary condition on the whole boundary), Brezzi-Hager-
Raviart [3] use a piecewise linear finite element approximation and prove a 0(h) convergence
under optimal H? regularity conditions.

In this work, we choose to discretize the problem by the finite volume method rather than the
finite element method for two reasons:

e in electrochemical modelling, it is crucial to obtain a good approximation of the diffusion
fluxes at the cell interfaces; it is however impossible to obtain a precise approximation of
the flux at cell interfaces with the piecewise linear finite element; one way around this is
to use mixed finite elements. We prefer to use the finite volume method because we find it
to be computationally cheaper and also easier to implement (see e.g. [15]). Also note that
the finite volume method is widely used in the related area of semi-conductor modelling.

e we treat the nonlinearity due to the Signorini condition by a monotonous method which
was proved to be quite efficient [24], and whose convergence is proven in a forthcoming
paper [23]; this method requires the approximate unknown and the approximate normal
derivative to be defined at the same location on the Signorini boundary. This is indeed
the case with the finite volume method. This monotonous method can also be used for
the obstacle problem; however for this latter problem, both the finite volume of the finite
element method may be used since the unilateral constraint is on the whole domain 2 and
not on the boundary (see [23] for details).

These reasons motivate our interest in proving the convergence of the finite volume method for
the discretization of Problem (5) (and of Problem (10). We shall use here a classical cell-centered
finite volume discretization using a finite difference approximation of the fluxes at the interfaces.
Recently, error estimates and convergence results for the cell-centered finite volume approx-
imations on structured or unstructured meshes were obtained for linear convection diffusion
equations for Dirichlet boundary conditions (see [27], [28] [21], [30], [22], [9]) and Neumann or
Fourier boundary conditions [9], and a convergence result (without regularity assumption) for
semilinear convection diffusion equations [10].

In the following section, we introduce the meshes and some discrete functional spaces, norms and
tools for these spaces which we use in our convergence proofs. In particular, we prove in Lemma
2.2 a lower bound for the lower limit of the “discrete H' norm” (see Definition 2.4) of piecewise
constant functions converging weakly in L?(€2) which is needed in the proof of convergence.



We then state in Section 3 the finite volume scheme for both problems. Because of the unilateral
constraint (on the boundary in the case of the Signorini problem and on the domain 2 itself in
the case of the obstacle problem), the discrete system is nonlinear. We prove the existence and
uniqueness of its solution.

Section 4 is devoted to the proof of convergence in L%(f)) of the approximate finite volume
solution to the exact one. This proof uses a compactness result which is obtained thanks to
an estimate on the space translates of the approximate solutions. This compactness result is
adapted from one which was obtained for linear or semi-linear convection diffusion equations [10],
[9]. The two main original points which have to be introduced here for the proof of convergence
are

1. the use of a lower bound for the lower limit of the “discrete H! norm” obtained in Lemma
2.2 in order to obtain the term “— [, Vu(x)Vu(x)dz” of the variational inequalities (5)
and (10) when passing to the limit on the numerical scheme as the mesh size tends to 0.

2. the use of the trace inequality (Lemma 2.4) in order to prove the convergence of the
approximate solution on the Signorini boundary I's towards the trace on I's of the solution
of (10) (this is not needed for the obstacle problem, in which case the compactness result
also yields that the possible limit lies in H}(9)).

Note that this convergence proof also yields as a by-product the existence of the solution to

(1)-(4) and (6)-(8).

In Section 5, under (optimal) H? regularity assumptions on the exact solution, we give an
estimate of order 1 for the ”discrete” H' norm and L? norm of the error on the solution.

Finally, numerical tests are shown in Section 6.

2 Discretization meshes and discrete functional spaces

In order to obtain a numerical approximation of the solution to (5), let us first define a dis-
cretization mesh over Q which is assumed (following [9]) to be admissible in the following sense:

Definition 2.1 (Admissible meshes) Let Q be an open bounded polygonal domain of R,
d = 2,3. An admissible finite volume mesh of ), denoted by T, is given by a finite family
of 7control volumes”, which are non intersecting open polygonal convexr subsets of ), a finite
family of non-intersecting subsets of Q contained in hyperplanes of RY, denoted by € (these are
the ”sides” of the control volumes), with strictly positive (d — 1)-dimensional measure, and a
family of points of Q denoted by P satisfying the following properties (in fact, we shall denote,
somewhat incorrectly, by T the family of control volumes):

(i) The closure of the union of all the control volumes is €.

(ii) For any K € T, there exists a subset Ex of € such that 0K = K \ K = Uyeg, 0 and
Urkerérx = €.



(iii) For any (K,L) € T? with K # L, either the (d — 1)-dimensional Lebesgue measure of
KNLis0or KNL=c for some o € £, which will then be denoted by K|L.

(iv) The family P = (vx)keT is such that i € K (for all K € T) and, if K and L are
two neighbouring control volumes, it is assumed that vi # xr, and the straight line Dk 1,
going through i and xy, is assumed to be orthogonal to K|L.

(v) For any o € € such that o C 0%, there exists i € {1,2,3} such that o C T*°.

(vi) For any o € € such that o C 0L), let K be the control volume such that o € £k and Dk o
be the straight line going through xk and orthogonal to o; then y, = Dk ,No.

In the sequel, the following notations are used. Let size(T) = sup{diam(K), K € T}. For any
K €T and o € £, m(K) is the d- dimensional Lebesque measure of K and m(c) the (d —1)-
dimensional measure of o. The set of interior (resp. boundary) edges is denoted by En (Tesp.
Eext ), that is Eny = {0 € E; 0 ¢ N} (resp. Eext = {0 € E; 0 C ON}). The set of neighbors of K
is denoted by N'(K), that is N(K) ={L €7T; 30 € Ex 0 = KNL}. If o = K|L, we denote by
dy or dg y, the Euclidean distance between x and wy, (which is positive). If 0 € Ex N Eexs, let
d, denote the Euclidean distance between xx and y,. For any o € &; the transmissivity through

o is defined by 7, = md_a). For any control volume K and any edge o € Ex, we shall denote by

dx - the distance betwegn T and o.
Remark 2.1

1. The condition xx # xzr, if o = K|L, is in fact quite easy to satisfy: two neighbouring
control volumes K, L which do not satisfy it just have to be collapsed into a new control
volume M with xpr = v = xr, and the edge K|L removed from the set of edges. The
new mesh thus obtained is admissible.

2. The finite volume scheme which we introduce in the next section for the above mesh may be
easily generalized to meshes which are more general than the above admissible meshes, by
using some interpolation techniques (see e.g. the “nine-point” scheme in [9] or [11], [12]
or the scheme in [6]); these schemes have proven to be efficient in practice; however we
shall use here the admissible meshes because it is not yet known how to prove theoretical
convergence (even for linear convection diffusion problems) on general meshes.
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Figure 1: admissible meshes, case d = 2

Let us now define a ”discrete” functional space, a ”discrete” trace operator and ”discrete” norms.

Definition 2.2 (Discrete functional space) Let Q be an open bounded polygonal domain of R,
and T be an admissible mesh in the sense of Definition 2.1. Let X(7T) be the set of functions
defined from Q7 = Uger K U U, 3o to R which are constant over each control volume of the
mesh, and which are constant over each edge of Eexy which is included in T3. Let X(T) be the
set of functions defined from Q7 = UgerK and which are constant over each control volume of
the mesh. We shall denote by ug the value taken by u € X (T) or X(T) on the control volume
K, and by u, the value taken by u € X’(T) on the edge 0 € Eexi, o C I'3.

Definition 2.3 (Discrete trace operator)

Let Q be an open bounded polygonal domain of R?, and T be an admissible mesh in the sense of
Definition 2.1. Define the operator 5 from X (T) to L2(0Q), in the following way: let u € X (7T),
let ug be the value of u in the control volume K and u, be the value of u on the edge o, for
o C I3, let us define

~ uy ono, ifoCI3,
¥(u) =ux ono ifo CI?ando € €k, (11)
5 0 ono, ifoccCT

Definition 2.4 (Discrete norm and seminorm,)
Let Q be an open bounded polygonal domain of R?, and T be an admissible mesh in the sense
of Definition 2.1. For uw € X(7T) define the discrete H& 1 norm by

lullfr =" 7o(Dou)?, (12)
el

and the discrete H' seminorm by

’u‘%,T: Z TO'(DO'U)Qa (13)

0€Eint
with

|Dyu| = |ug —up| ifo € Eng, 0 = K/L, (14)



Dou = —ug ifo CTY o€ &k, (15)
D,u 0ifo CI'?, (16)
D,u Uy —ug if o C I3, o€ k. (17)

Similarly, for u € X(T), define the discrete H' seminorm by (13) and the discrete H¢ norm by

lulliz = 7 (Dou)?, (18)

oc&
where
|Dyu| = |ug —ur| if o € &, 0 = K|L, (19)
Dyu = —ug ifo € Eexty 0 € Ex, (20)

Let us now turn to some functional results on the discrete spaces X (7)) and X (7). The first
result which we state is a discrete equivalent of the Poincaré inequality; it is crucial in order
to obtain a priori estimates on the approximate finite volume solution in the L? norm; it was
already used (and proved) for linear and semi-linear convection-diffusion equations [21], [10],
[16] and [9] (see also [33] for other applications).

Lemma 2.1 (Discrete Poincaré inequality) Let 2 be an open bounded subset of R4, T
an admissible finite volume mesh in the sense of Definition 2.1 and uw € X(7T) or X(7T) (see
Definition 2.2), then:

[ull 2@y < diam(Q)]|ull1,7- (21)
where ||.||17 is defined in Definition 2.4.

The next result gives a lower bound of the discrete H' norm of piecewise constant functions which
converge weakly to a function in L?(2). This result is new and is needed for the convergence
of the finite volume scheme for variational inequalities in order to deal with the discrete H'!
seminorm of the approximate solution; when passing to the (lower) limit in the numerical scheme
(see the proof of Theorem 4.2), we need to make the term — [, Vu(z)Vu(x)dx appear so that
the variational inequality (5) or (10) is obtained for the limit (which we shall show to exist
thanks to a compactness result, see Theorem 4.1) on the approximate solutions.

Lemma 2.2
Let Q be a convex polygonal subset of RY, with d > 1, let u € HY(Q) and let ¢ > 0. We consider
here admissible meshes T in the sense of Definition 2.1 which satisfy

di,» > ¢(diam(K), VK € T, Vo € g, (22)

Let ur € X(T) or X(T) (see Definition 2.2) such that ur — u weakly in L*(Q) as size(T) — 0,
then the following inequality holds

liminf |ur|? 2/ Vu(z)|?dz. 23
Jmint furftr > | [Vu(z) (23)



Proof
First note that for any u € H(Q), one has:

/ \Vu(z)|?de = sup / Vu(z).p(z)dz. (24)
Q €(C(Q))d H@H(m 0))4

d
Let ¢ € (C?(Q)) , by Lemma 2.3 given below, there exist ¢ € H2(Q2) and ¢ € (L?(£2))¢ such
that
p=Vi+o

and
/ @(x).Vo(z)dr = 0,Yv € H(Q).
Q
Therefore,
/ Vi(z).Vo(x)dx = / o(x).Vo(z)dz, Yo € HY(Q). (25)
Q Q

d
Furthermore since ¢ € (CSO(Q)> it is obvious that Vi)n = 0 on 9Q and ||[Vi[r2(q) <

ell(r2 (o))
Since ur tends to u weakly in L2(£2), (25) implies that

/ Vu(z).p(z)dr = —/ u(z)AY(z)der = — lim ur(x) A (x)dx
Q Q size(7)—0 Jq
Now let ug denote the value of u7 on the control volume K. One has
/uT(:U)Ai/)(x)dx = ZUK /V¢ )ng ody(x),
& KeT o€k

where ng , denotes the unit normal vector to o outward to K. Performing a discrete integration
by part, this yields, since Vi) -n = 0 on 0€:

‘/Q“T(

where n, denotes a unit normal vector to . By the Cauchy-Schwarz inequality, this in turn
yields

< S Ip, u||/w ) ngdy(z)]:

0C€&nt

N

_ /Q ur(@)Ab(@)de < urlyr| > (ﬁ /U v¢(x).nad7(x)>2m(g)da} . (26)

Uegint
Let us assume for a moment that
li V d V 2dz. 27

Then from (26),

1
_/u(x)Alb(m)dm < liminf \uThT /’Vl/)(x)‘de)Q < liminf ’uT’LTH(PH(LQ(Q))d?
Q Q size(7)—0

size(7)—0



and (23) follows from (24).
There now remains to show that (27) holds true.

Let 0 € &y such that o = K|L; since 1 € H?(2), the approximation of Vi .ng , by 1/%;7%
is consistent of order one, see e.g. [16] or [9]; hence ’
1 Y(rk) —P(zL)
- ng o d = R
e ], T (o) d,
with |RK,L| = |RL,K| = |RJ| and
ize(7))?
R? < (SIL/ D2 24 28
R O (28)

with V, = Vi - UVp , where K and L are the control volumes such that ¢ = K|L and Vg , =
{tex + (1 —t)z, x € 0, t € [0,1]}. Hence

Ay = Z (fa Vw(x).ngd’)’(x))2m(g)da _ Z (TZJ(DUK) —(xr) N RO—> Qm(a)dg.

m(a) o=K|LEEnt

Jegint

We may then decompose A7y as A7 = By + Cr + D7 with

o Y (MY

d
o=K|LEEns 7

Dr = Z R2m(0)d, < (size(T))? Z |D?*(z)|*dz — 0 as size(T) — 0
Uegint o'Egint VO'

and

cr=2 Y YV ooy, < /Bry/Dr (29)

o=K|LEEnt

so that C7r — 0 as size(7) — 0 if By is bounded. Let us then turn to Br.

Br = Z( ) w(mK)d— wm)m(a)— > VI/J(x).nKJ(m)dfy(x))z/;(xK) — Er+R,
KeT o€&miNEx a 0C€EextNEK ¥ 7

where

Er = Z <—/KA1/J(x)dx)w(mK),

KeT

and

ReX( X IReam@)vten < X 1R L= b oyd, < /Bry/Br.

KeT oe&nnéx 0€Ens
(30)



By = /Q V() P + R,

with

R < sup  |(z) — w(y)\/ |Ay(x)|de — 0 as size(7) — 0.
|x—y| <size(T) Q

Remarking that E7 < ||¢]|ec||A%[[1 and by (30) one has: |Br| < ||¢]lool|A%||1 + v Brv D1 and
therefore there exists C' > 0 depending only on ¢ (and not on 7') such that By < C. This, in
turns yields from (30) that R — 0 as size(7) — 0. Hence

lim Br= hm ET—/|V1/) )|?dz,

size(7)—0 size(T
and by (29),
lim A7 = / Vi (z)|?de,
size(7)—0 Q | T;Z)( )|
which proves (27) and concludes the proof of Lemma 2.2. (]

Let us now give for the sake of completeness the proof of the Hodge decomposition which we
used in the above lemma:

Lemma 2.3 Let Q be an open bounded connected subset of R, d > 1. Let ¢ € (L2(Q))d,
then there exist 1 € HY(Q) and ¢ € (L2(Q))* such that

o =Vip+¢ (31)
and

/ @(x).Vo(z)dr = 0,Yv € HY(Q). (32)
Q

If p € (Hl(Q))d and ¢ -n =0 on IQ and if Q is of class C? or Q is convez, then there exist
¥ € H2(Q) and ¢ € (HY(Q))? such that (31) and (32) hold.

Proof
Let ¢ € (L2(€2))? and let 4 be the solution to

weH /w 33
/Vw Vo(z dm_/ﬂ (z).Vo(z)dz Vv € HY(Q), (33)

which exists and is unique thanks to the Lax-Milgram lemma, then (31) and (32) hold true with
¢ = ¢ — V4. Furthermore, if p € (H*(2))? and ¢ -n = 0 on 92 and if  is of class C2 or § is
convex, thanks to the regularity of the solution to (33), ¥ belongs to H?(). (]

Remark 2.2 Recently (that is after submission of this paper), J. Droniou [8] showed that if
is a polygonal or reqular open set in RY then the set {p € C®(Q),Vy -n=0 on 0N} is dense
in WIP(Q) for any p € [1,+00[ (m denotes the unit outward normal to 2); note that this result
does not hold if the boundary O is only Lipschitz, see [8] for a counter example.
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We may use this result to generalize Lemma 2.2 to non convez polygonal open subsets of IRY.
Indeed, we may then prove (23) directly by density instead of using the Hodge decomposition of
Lemma 2.3.

Let us now give a discrete trace inequality which was used and proved in [9] and [16] in the case of
Neumann boundary conditions. We shall need it here in order to obtain the Signorini boundary
condition (4) when passing to the limit on the numerical scheme (see the proof of Theorem 4.2).
This trace inequality is not needed for the obstacle problem because the compactness result of
Theorem 4.1 also yields that any possible limit of approximate finite volume solutions lies in
H(Q).

Lemma 2.4 (Trace inequality) Let Q be an open polygonal bounded open set of R®. Let T
be an admissible mesh, in the sense of Definition 2.1, and uw € X (7T) (see Definition 2.2). Let
ug be the value of u in the control volume K and u, be the value of u on the edge o, for o C T'3.
Let ¥(u) € L?(09Q) be defined by Definition 2.3. Then, there exists C, depending only on €2, such
that

[Y(W)llz200) < Clulli + lullL2@)- (34)

3 The finite volume scheme

A discretization by a "classical” finite volume method, that is integrating Equation (1) over
each control volume K and approximating the normal derivative on each cell boundary by
finite differences yields, taking into account the boundary conditions (3), (2), (4) the following
”discrete problem”:

> Fxko=0 VKeT, (35)
o€€K
with
Fro = —To(up —ug) Vo €&y ifo=K/L, (36)
Fxo, = Toug Vo CT! o€ék (37)
Frx, = 0 YocT? o€&k (38)
Fry = —To(up —ug) Yo CT? océk (39)

and on the Signorini boundary:

Uy = a Vo C F3, (40)
~Frxo, = m(o)b YocCT? (41)
FK,O o 3
(uo — (Z) <m + b> = 0 \V/O' C I°. (42)

In a similar way, we introduce a finite volume discretization of the obstacle problem (6)-(6)

( 3 FK,U)(UK —Yr) = 0 VK eT, (43)

ocli

11



with

FK,U = _To'(uL — uK) Vo € Epg if 0 = K/L, (45)
FK,U = ToUK Vo € gext N gK, (46)

where g = ¥ (zk), for any K € 7.

In order to show the existence and uniqueness of U = ((ux ) ke7, (Uo)ocrs) where (ug) ke and
(Ug)gcrs satisfy (35)-(42), (resp. of U = (uk ) ke satisfying (43)-(46)), let us give an equivalent
"variational” formulation to (35)-(42):

Lemma 3.1 Under Assumptions 1.1, let T be an admissible finite volume mesh in the sense of
Definition 2.1; and ur € X(7T) (see Definition 2.2) defined by ur(x) = ux for x € K, for all
K €T and by ur(z) = u, for x € o, for all 0 € oy, 0 C I3,

Then (ug)keT, (Us)gcrs is solution to Problem (35)-(42) if and only if ur is solution to the
following Problem:

ur € K7 ={ve X(T), s.t. vy > aVo C I3} such that : (47)
Alur,v—ur) =2 Lv—ur) Yv € Kr,
with :
A(u,v) = Z Tr|L(uk —ur) (v —vr) + Z To(Dou)(Dov) Yu, v € Kz and (48)
O':K|L egint 0EEext
L(u) = Z busm(o) Yu € Kr, (49)
oCIs

with Dyu be defined by (15)-(17).
Similarly,under assumptions 1.2, (ug)ker 1S a solution to Problem (35)-(42) if and only if the
function ug defined from Uger K to R by ur(x) = uk if x € K satisfies

ur € K7 ={ve X(T), s.t. vg < g VK € T} (50)
Alur,v —ur) > /j(v —ur)Vu € Kr
where A is defined by (48) and
L(v) = Z m(K) frvk. (51)

KeT

Proof of Lemma 3.1: We only prove here the first part of the lemma, i.e. the part concerning
the Signorini problem, since the proof in the case of the obstacle case is similar and easier.

Let ur € X(7) (see Definition 2.2) defined by ur(z) = ug for € K, for all K € 7 and by
ur(x) = uy for x € o, for all o € Egy, 0 C T3,

Let us assume that (ug)xer, (Uo)scrs satisfy (35)-(42), and let us show that ug satisfies
Problem (47). From (40), uz is clearly in 7. Let v € K7, multiplying (35) by vg — ug and

summing over K leads to:
> Y Frolvg —uk) =0,
KeT ocli

12



which gives, reordering the summation over the set of edges and using (36)-(39):
A(ur,v —ur) = Z To(Dour) (Ve — Uy ). (52)
0€Eext, 0 CT3
Let us now show that:
Z To(Dour)(ve — ug) = L(v — ur). (53)
0E€Eext,0CI3

Let 0 € Euxt, 0 C '3 and K € T such that o € Ex, then:
—Fro(Ve —uy) = (—Fko—m(0)b)(vy —a)+ (—Fko —m(o)b)(a — us)+

(o) — o), oy
from (42), we obtain:
(—=Fk,o —m(o)b)(a — ug) =0, (55)
Since v € K7, v, — a > 0, hence from (41), we obtain:
(—Fko —m(0)b)(vy —a) > 0. (56)

Then from (54)-(56), Vo € Eext, 0 C I3, we have:
To(Dout) (Vo — Ue) = m(0)b(ve — uy),
hence, the inequality (53) is proven; then from (52) and (53), ur satisfies Problem (47).

Conversely assume now that uy € X(7) satisfies Problem (47); let us prove that (ux)keT,
(ug)gcrs 1s solution to Problem (35)-(42).
Let Ky € T, let us check that:

> Fipo =0,

0€EK,
where F, , is defined by (36)-(39). Let v; = ur +w and v = u7 —w with w € X(7') such that
Wi, = 1, wg = 0 VK € T such that K # Ky, and w, = 0 Vo € Ext, 0 C I'3; it is easily seen
that v; and vy € K. Taking vy (respectively vg) in (47), we obtain A(ugr,w) > 0 (respectively
A(ur,w) < 0). Hence, A(ur,w) = 0, with A(ur,w) = 20651(0 Fk,.0, so that u7 satisfies the
equations (35)-(39). Furthermore, since ur € K7, ur clearly satisfies (40).
Let us now show that uz satisfies (41). Let 0g € Eexs N Ex, where K € T, and oy C T'%;
let v = ur +w, with w € X (7) such that wx = 0 for any K € 7, wy, = 1 and w, = 0 Vo C I3,
o # 09; since v € K7 one may take v in (47) which yields

Too (Ugy — UK ) = bm(op).

There remains to show that ug satisfies (42). (Our proof is inspired of one written for the
continuous Problem see [17]). Let T'y = {0 € Eeyt, 0 C I'® such that u, > a} and og € Ty, let us
prove that:

Too (Ugy — uK) = bm(0p). (57)
Let v1 = ur + pw and vy = uy — pw with w € X(7) such that wxg = 0 VK € T, w,, = 1
and wy, = 0 Vo € Eoxi, 0 C T3 0 # 0¢, and = Uy, — @; since v; and vy € K7, one may take
vy (respectively vq) in (47) and obtain 74, (us, — ux) = bm(og) (respectively 74, (uy, — ux) <
bm(oyp)), which proves (57). This concludes the proof of Lemma 3.1. (]

Lemma 3.1 is used to obtain the following result:
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Proposition 3.1 (Existence and estimate) Under Assumptions 1.1 (resp. 1.2), let T be
an admissible finite volume mesh in the sense of Definition 2.1; there exists a unique solution
(ur)keT, (Ug)gcrs to Problem (35)-(42) (resp. a unique solution (ux)xer to Problem (43)-
(46)). We may then define ur € X(T) (resp. ur € X(T)) (see Definition 2.2) by ur(x) = ug
for x € K and for any K € T, and by ur(x) = uy for & € o and for any 0 € Eext, 0 C I3
(resp.ur(x) = ug for x € K). There exists C > 0 only depending on Q and b such that:

lurlr < C and |lur|r2@) < C (58)

where ||.||1,7 denotes the discrete H(%,Fl norm (resp. the discrete H} norm) defined in Definition

2.4.

Proof of Proposition 3.1:

Step 1 (existence and uniqueness)

The space X (7)) (resp. X (7)), endowed with the discrete norm H&Fl defined by (12) (resp. the
discrete H} norm defined by (18)) is a Hilbert space and K7 (resp. K7) is a non empty closed
convex subset of X(7) (resp. X(7)); the bilinear form A (defined by (48)) and the linear form
(resp. L) £ defined by (49) (resp. by (51)) are continuous on X (7) (resp. X (7)). Furthermore,
A(ur,ur) = ||lur|? 7 Yur € X(T) or X(T). Hence the assumptions for Stampacchia’s Theorem
(see [1]) are satisfied, and therefore there exists a unique solution uz to Problem (47) (resp. (50)];
hence by Lemma 3.1, there exists a unique solution (ux)xer, (Us)scrs to Problem (35)-(42))
(resp. (ux)kxer to Problem (43)-(46)).

Step 2 (estimate)

Let us now prove (58). Let uz be a solution to (47) or (50). Then taking v = 0 one has:

lur|[i 7 < L(ur) (or L(ur)). (59)

In the case of Problem (47), L(ur) = >, ce., ocrs buom(o), and using the Cauchy-Schwarz
inequality, we obtain:

Nl
Nl

L) <Ppl{ D, uom(o) Y, m)]

O'E(i‘eth'CFS Uegeth—CFS

since Z m(c) = m(I3) and Z uim(o) = Hﬁ(uT)H%g(Fg) (where 7(ur) is defined
0€&Eext,0CI3 0€&Eext,0CI3

in Definition 2.3), using lemmas 2.1 and 2.4, we deduce the existence of C' € IR depending only

on Q and I's such that |[£(u7)| < C|lur||1,7. Hence from (59) we obtain the first inequality of

(58).

In the case of Problem (50), £(uz) = Zm(K)fKuK < fllz2@llullz2o) and from (59) and

KeT
the Poincaré inequality, (58) also holds.

In both cases, the second inequality follows immediately by the discrete Poincaré inequality
stated in Lemma 2.1.
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4 Convergence

We begin by a compactness result the proof of which is a straightforward adaptation of the
proof of the compactness result presented in [10] and [9]; note that this adaptation is needed in
the case of the Signorini boundary condition. In the case of the obstacle problem, I'' = 99 and
I'2UT? = () and the original form of the theorem as given in [10] is used.

Theorem 4.1 Let Q and Q be bounded open sets of R, such that Q satisfies Assumption (1.1)
and Q@ = R4\ (Do UT3). Let {u,, n € N} be a bounded sequence of L*(2). Forn € IN, one
defines Uy by U, = u, a.e. on Q and u, = 0 a.e. on R \ Q. One assumes that there exist
C eR and {h,, n € N} C R4 such that h, — 0 as n — oo and such that

(- + 1) = nll7 2 o) < Clnl,¥Yn € N, ¥y € R (60)

and that for all compact subset @ of €,

(- + 1) = (N 72@) < Clal(inl + ha),¥n € N, ¥y € RY, |y < d@,9°), (61)

where d(@,Q°) denotes the distance between w and R4\ €.
Then {uy, n € N} is relatively compact in L*(). Furthermore if u, — u, in L?(2), as n — oo,
then u € HY(Q) and u =0 a.e. on T'L.

In order to use Theorem 4.1 in the proof of convergence, one needs the following lemma:

Lemma 4.1 Let Q and Q be bounded open sets of RY, such that Q satisfies Assumption (1.1)
and Q@ = R\ (o UT3) . Let T be an admissible mesh in the sense of Definition 2.1 and
u € X(T) (see Definition 2.2). One defines @ by it = u a.e. on Q, and @ =0 a.e. on R\ Q.
Then there exists C and C > 0, only depending on S, such that

lla(. +n) — &(.)]]iQ(IRd) < C’HUH%TM, for any admissible mesh T and for any n € R?, |n| < 1,
(62)

and that, for any compact subset @ of €,

llu(- +mn) — u(.)||%2(w) < Hu||iT|77|(|77| + Csize(T)), for any admissible mesh T, and i
for any n € R? such that |n| < d(@, Q°).
(63)

Proof of Lemma 4.1:

The proof we give here is an adaptation of the proof of similar results which hold in the case
of Dirichlet boundary conditions (i.e. Ty = 9Q, T's = I's = 0), see [10] or [9], and Neumann
boundary conditions which may be found in [9]. We give it here for the sake of completeness.
Note that again, in the case of the obstacle problem, no adaptation is needed since I'y = 012,
FQ == Fg - @

Following [9] and [10] let us define for ¢ € & the function x, from IRY x IR¢ to {0,1} by
Xo(z,y) =1if [z,y] No # 0 and x,(z,y) =0 if [z,y] No = 0.

Let n € R\ {0}. Then:
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ji(@+n) (@) < Y xo(mw+n)|Doul+ D> Xolw,x+n)|uy|, for a.ex € R, (64)
ceé 0EEext, 07!
occQurt!

where, for 0 C I'?, u, = ug,, and K, is the control volume such that o € £k and Dyu is defined
in Definition 2.4.
In order to prove (62), remark that the number of non zero terms in the second term of the right
hand side of (64) is, for a.e. x € €2, bounded by some real positive number, which only depends
on {2, which can be taken, for instance, as the number of sides of €2, denoted by N. Hence, with
C1 = (N +1)? (which only depends on Q, Indeed, if 2 is convex, N = 2 is also convenient), one
has

|t (x+n)—u(x)]* < Cy( Z Xo (2, 2+1)| Doul|)*+Cy Z Xo(x, z+n)u?, for ae. z € R,

oel 0E€Eext o7 T1
oCQuIt
(65)
Let us prove, first, that there exists C' > 0, depending only on €2 such that:
Doul)? < (52D e Csize(T 66
(> Xelwz+n)|Doul)> < (D [ Doul*)nl(In] + Csize(T)). (66)
R? da
oel el
oCQuIt

Using the Cauchy Schwarz inequality, one has:

D 2
( Z Xo (2, 2+1)| Dgul)? < Z Xo(x, x+7) | d:gj Z Xo (T, 240)dycy, for ae. z € R,
o€l o€l o€l
ocQurt ocQurt ocQurt
(67)
where ¢, = |n, - ﬁ|, and n, denotes a unit normal vector to o.
Let us check that there exists C' > 0, only depending on €2, such that
Z Xo (@, +1)dyce < |n| + Csize(T), for ae. z e R (68)
o€l
occQurt

Let z € R? such that o N [z, 2 + 1] contains at most one point, for all 0 € £, ¢ C QUT!, and
[z, + n] does not contain any vertex of 7 (proving (68) for such points = gives (68) for a.e.
z € RY, since 7 is fixed). Since € is not assumed to be convex, it may happen that the line
segment [z, x + 7] intersects I'! several times. In order to deal with this, let y, z € [z, z + ] such
that y # 2z and [y, 2] C QUT?; there exist K, L € 7 such that y € K and z € L. Hence,

N Xolw. D)oy = (g1 — 21) - .
= ]
occQuUIt

where y; = 2 or Yy with 0 € Eext, 0 C 't and 21 = 1, or yz with & € Eex, 0 C 'L, depending
on the position of y and z in K or L respectively.
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Since y1 = y + yo2, with |ya| <size(7), and z; = 2z + 29, with |z2| < size(7), one has

n

[(y1 —21) W' <y — 2+ [yl + 22| < |y — 2] + 2size(7)
and
Z Xo(y’ Z)doca < |y - Z| + 2SiZ€(T). (69)
o€l
occQurt!

Note that this yields (68) with C = 2 if [z, z +n] C Q.

Since Q has a finite number of sides, the line segment [z, x + 7] intersects 02 a finite number of
times; hence there exist t1,...,¢, such that 0 < t; <ty < ... <t, <1, n < N, where N only
depends on 2 (indeed, it is possible to take N = 2 if Q is convex and N equal to the number of
sides of €2 for a general Q) and such that

ZXO’(x7 T+ n)daca - Z ZXU(-%% xi—l—l)dacaa

oe€ i=1,n-1 gc&
odd 4

with 2; = x +t;n, for i = 1,...,n, x; € 90 if t; ¢ {0,1} and [z, 2;,1] C Q if 4 is odd.
Then, using (69) with y = z; and z = x4, for i = 1,...,n — 1, yields (68) with C = 2(N — 1)
(in particular, if € is convex, C' = 2 is convenient for (68)), then, (66) is proved.

In order to prove (62), remark that, for all 0 € £, 0 C QUT!,

| ol s < mio)eo i

and then, with (67) and (68), (66) holds.
Let us now turn to the second term of the right hand side of (65) integrated over R

[0 Y worpdis < 3wl
L JESext,OﬁFI Jegext70—¢Fl
v 2
< R un)liz2 00 l;

with J(ur) be defined in Definition 2.3. Therefore, thanks to lemmas 2.4 and 2.1, there exists
a real positive number C', depending only on €2, such that

L0 gt < Clulrlal (70)

o€Eext 70'§ZF1

Hence from (65), (66) and (70), (62) is proven for some real positive number C' depending only
on (2.

Let us prove now (63). Let @ be a compact subset of QU QCUT!. If 2 € @ and |n| < d(w, Q°),
the second term of the right hand side of (64) is 0, and integrating over @ instead of IR%, (66)
is still valid. Then, there exists C > 0 such that:

lul- + 1) = () 2@ < lullf 7lnl(n] + Csize(T)), (71)
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which concludes the proof of Lemma 4.1. [

Theorem 4.2 (Convergence) Under assumptions 1.1, let u be the unique solution to (5);
let ¢ € RY ; let T be some admissible mesh such that di , > (diam(K) for any K € T and any
o € Ek; let (ug)rker, (Ug)gcrs be the unique solution to (35)-(42) (Recall that the ezistence
and uniqueness of this solution is given in Proposition 3.1.) Define ur € X (T) (see Definition
2.2 by ur(r) = ug forx € K, for all K € T, and ur(x) = uy for x € o, for all 0 € Eey NT3.
Then

ur — u, in L*(Q), as size(T) — 0, and (72)

F(ur) — y(u) in L*(0R), for the weak topology as size(T) — 0, (73)

where 7 is the “discrete” trace operator from X(T) to L*(0Q) defined in Definition 2.3 and ~
is the trace operator from H'(Q) to L*(09).

Similarly, if u € HE(Q) is the unique solution to (10) and (uk)keT is the unique solution to
(43)-(46), one defines ur € X(T) by ur(z) = ug forz € K, for all K € T, then:

ur — u, in L*(Q), as size(T) — 0. (74)

Proof

We shall only prove the convergence results (72) and (73): the proof of (74) is easier and uses
the same tools as the proof of (72). Since we use here the result of Lemma 25, we shall assume
) to be convex. However this assumption may be relaxed, see Remark 2.2.

Let (7,,)nen be a sequence of admissible meshes of € in the sense of Definition 2.1 and (u7z;, )nenN
be a sequence of approximate solutions such that uz, € X(7,) is the solution to (47), with
T =T,. Thanks to Proposition 3.1, there exists C; € IR, only depending on 2 and b, such that
|uz, |1, < Cy for all n € IN. Then, thanks to Lemma 4.1 and to Theorem 4.1, there exists
a subsequence of (ur, )nenN, still denoted by (ur, )new, such that uz, converges to some wu in
L?(Q) as n — 400, where u belongs to H' ().

There remains to prove that u is the (unique) solution to (5) (indeed if it is, then by uniqueness
of the limit, the whole sequence converges to u) and that vy(uz,) — ~(u) weakly in L?(9).

Thanks to Lemma 2.4, Lemma 2.1 and Proposition 3.1, the sequence (J(uz,))nen is bounded
in L?(0Q) (see Definition 2.3 for the definition of F(uz,)). Hence, one may assume that there
exists a subsequence still denoted by (F(uz,))nenw and g € L2(0S2) such that F(ur,) converges
to g weakly in L2(9f2) as n — +oc.

Let us show that y(u) = g a.e. on 9. By definition, J(uz,) = 0 on Uyeg ,c11, and thanks to
Theorem 4.1, one has y(u) = 0 a.e. on I'! for the (d — 1)-dimensional Hausdorf measure on I'!
and hence y(u) = g a.e. on I''. For the sake of simplicity, let us momentarily drop the index n
in the notations in order to show that v(u) = g a.e. on I'? (i = 2,3) for the (d — 1)-dimensional
Hausdorf measure (i.e. denote 7, by 7 and uz by uz,). Let ¢ € C?(Q), such that P =0
and Pls = 0. Let o = o(z) for K € T and ¢, = p(y,) for 0 € Eexs, 0 ¢ T'? (see Definition
2.1, for the definition of y,), define pr € X(7) by pr(z) = ¢k, for x € K and for any control
volume K, and p7(x) = @, for x € o, for any o € Eeyg, 0 C T3,
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Let ¥ = ur + 7 € K7, taking v = 7 in (47) we obtain:

Alur, o1) = L(¢7), (75)

Reordering the terms in A(ur, o), yields

A(ur, ¢1) Z UK Z Tk|L(PL — ¢K) Z UK Z To (Vo — ¢K)

KeT  o=K|LE&n: KET  0€EKNEoxt, o7 T2

- Z UOTU((PKU - @U)a

0€Eext,0CI3

(76)

where K, denotes the control volume such that o € £k, . Following the argument of [10], we
use the consistency of the approximation of the normal fluxes and the fact that ¢ € C%(Q) to
remark that there exists C| depending only on ¢, such that

Z Tr|L(PL — PK) — Z To(Ps — PK) / Ap(z)dz — /I‘QﬂaK Ve.n(s)ds

LGN(K) 0€EKNEext,

ogT? (77)
+ Z Ri 1+ Z Rk o,
LGN(K) UegKngexty
ogT?
Y wenlek, — ) = w [ n)ds— Y ugRie (78)
0€Eext,0CIS Uegext,UCFS aK"mFS 0E€Eext, 0 CT3
and
Ri o= —Rp, for all 0 = K|L € &y, (79)
with

Ry »| < C1m(o)size(7T) for any K € 7 and any o € Ejpg or 0 € Eeyg, 0 C T2UTS. (80)
Thanks to (77)-(80), (76) becomes:
Aur.or) == [ ur@Ap@is+ [ Venun@ds +rie.T) (81
r2ur

where

r1 (e, T) < C1 Y |Dour|m(o)size(T)

o€l
< (Y IDour D) (3 (o)) sice(T)
oe€ do ocE

< Cysize(7),

where C3 is a real positive number depending only on ¢, b and Q (thanks to Proposition 3.1
and the fact that ) .. m(o)d, = m(Q)).
Remark that:

L(eT) = Z bm(o)p, = /F3 bpr(s)ds.

0€Eext,0CI3
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Since ¢ € C1(Q), by Taylor’s formula there exists C3 > 0 such that:

/ bt (s)ds =/ by(p)(s)ds +ra(p, T),
T3 T3

where |r2(p, T)| < Cssize(T), where C3 depends only on b and I'3.
Let us now go back now to the sequence of admissible meshes (7,)nen and write (75) with
T = 17,; passing to the limit as n tends to infinity yields

- [ w@apz+ [ Venes > [ nie)es (52)

Since u € H*(Q) and v(u)|c1 = 0, an integration by parts in (82) yields

| Vu@)Vetyz+ [ Veen(s)os) ~ s> [ s

(83)
for any ¢ € C?(Q) such that ¢ =0and ¢, >0 ae.

Taking ¢ € C°() (respectively —¢p) in (83), one has /Vu(x).Vgo(x)dx > 0 (respectively
Q
/ Vu(z).Ve(x)dr < 0), hence,
Q

/ Vu(z).Vo(x)dz =0 for any ¢ € HL(), thanks to the density of C°(Q) in H}(Q2). From
Q
(83), one has

/1“2u1“3 Vo -n(s)(g(s) —y(u)(s))ds = 0, for any ¢ € C*(Q) such that Ploo = 0. (84)

The wide choice of ¢ in (84) allows to conclude g = v(u) a.e. on 2 UT'3. We conclude that
F(uz,) — v(u) weakly in L2(9€) and size(7,,) — 0 as n — +oo and (73) is proven. Furthermore,
since J(uz,) > a a.e. on I}, one has y(u) > a a.e. on I'* (here a.e. stands for the (d — 1)-
dimensional Hausdorf meausre on 02); hence u € K.

In order to prove that u is the (unique) solution to (5), there only remains to show that

/ Vu(x (v—u)(x)dx > / b(y(v) —v(u))(s)ds, YveK. (85)

T3
Let ¢ € C%(Q), such that ¢ =0and ¢ ;> a. Let px = o(xg) and g, = @(yy) for o € Eext,
o ¢ T'? (see Definition 2.1, for the definition of y,), define p7 € X7 by p7(z) = K, for z € K
and for any control volume K, and p7(z) = ¢, for x € o, for any 0 € Eex, 0 C Is.
As o1 € K7, we may take v = @7 in (47) with 7 = 7,,, which yields

Writing (86) with 7 = 7,, and passing to the lower limit as n tends to infinity yields using
previous calculations and Lemma 2.2,

[ Vute)- i@~ [ Fu@).u@is > [ 560 = w)@)ds,
for any ¢ € C?(Q) such that Y, =0, and ¢ 5 >a

By a density result (see e.g. [19]), we deduce from (87) that (85) holds true for any ¢ € K. Since
u € K wu is the (unique) solution to (5), this completes the proof of Theorem 4.2. L]

(87)
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5 Error estimate

Under regularity assumptions on the exact solution, namely u € H?(Q2), we give an error estimate
for the "discrete” H! norm and L? norm of the error on the solution to (35)-(42).

Theorem 5.1 (Error estimate) Under Assumption 1.1, let T be an admissible mesh as de-
fined in Definition 2.1, let Q be an open bounded polygonal subset of R, d =2 or 3.

di,o
Let ¢ = Ir?ér%;relér; ﬁ’(m and ur € X(7T) be defined by ur(x) = ug for a.e. (for the d-

dimensional-Lebesgue measure) x € K, for all K € T, and ur(xz) = u, for a.e. (for the
(d — 1)-dimensional-Lebesque measure) x € o, for all ¢ € oy, 0 C '3 where (ug)xer and
(Ug)gcrs i the solution to (35)-(42). Assume that the unique variational solution u of Problem
(1)-(4) satisfies u € H*(Q). For each K € T, let ex = u(vg) — ux and for each o € Eeyy such
that o C T3 let e, = u(yy) — Uy and er € X(T) be defined by er(z) = ex for x € K, for all
K €T and by er(z) = e, for x € o, for all 0 € Eexy, 0 C 3.

Then there exists C € R depending only on u, b, { and Q such that

lez |7 < Csize(T), (88)

lerll 2y < Osize(T), (89)

where ||.|[1,7 is the discrete H&,Fl norm defined in Definition 2.4 and size(T) = supy o7 diam(K).

Similarly, if the solution u to (10) is assumed to be in H?, and if ur denotes the approvimate
solution given by (43)-(46) then let e = u(xg) —ug for any K € T and e € X (T) be defined
by er(z) = ex for x € K, for all K € T. Then there exists C € IR depending only on u, 1, ¢
and §) such that (88) and (89) hold.

Remark 5.1
1. Inequality (88) (resp.(89)) yields an estimate of order 1 for the discrete H} ., morm (resp.

L? norm) of the error on the solution. Note also that, using u € C*(Q), one deduces, from (89),
the existence of C' only depending on u, b and @ such that ||u — ur||12q) < Csize(7).

2. The assumption u € H*(Q) is realistic under adequate assumptions on a and b and ) (see

e.g. [17]).

3. Theorem 5.1 is still valid for a € C?(I'3,IR_) instead of constant a.

Proof of Theorem 5.1:

Again we shall only prove the first part of the theorem, that is estimates (88) and (89) for
the Signorini problem, since the proof of the estimates for the obstacle problem use the same
technique and are somewhat easier.

Let ur € X(7) be defined in Q by ur(x) = ug for z € K, for all K € 7, and ur(z) = u, for

x € 0, for all 0 € Eexy, 0 C I'® where (ug)ker, (Us)ycrs is the solution to (35)-(42). Let us
write the flux balance for any K € 7:
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Y Fro=0, (90)

oefi

where Fg , = — / Vu(x).ng dy(z) is the exact diffusion flux through o outward to K.
Let F., be defined by

Fiey = —To(u(zy) —u(zk)) Vo€ EmNEk if o= K|L,
FI*QO = Tou(rg) Vo €&k, oC r

Fg, = 0 Vo€, ocCT?,

Fl*ﬂo— = —75(u(ys) —u(zg)) Vo ek, oC 3.

Then the consistency error on the diffusion flux may be defined as:

1
R = Frgo—Ff ). 91
K,O’ m(o_)( K,O’ K,O’) ( )
Thanks to the regularity of u, one may prove (see [9] or [16]) that there exists C; € IR, depending
only on ||D?ul|2(q) and ¢, such that

m(0)dy|Rio|* < C1(size(T))?, VK € T, Vo € Ek. (92)

Substracting (35) from (90) and using (91) and the regularity of u yields

> Gko=—> m(0)Rk,, (93)

o€€K o€l

where Gk » = F} . — Fk o is such that:

Gko = —Tolep —ex) Vo€ &nNEkifo=KIL,
Gko = Tsex Vo €&k, JCI‘l,

Gko = 0 Voelk, O'CFQ,

Gro = —T,(ec —erx) Voe&k, oC 3,

with ey = u(zg) —ug for K € T and e, = u(y,) — Uy for o € Euxt, 0 C I'3. Multiplying (93)
by egx, summing for K € 7, and reordering the terms thanks to the property of conservativity
Gk = —Gp, for any o € &y such that o = KL, (93) yields:

ZTU(DJGT)2 + Z GK,oo = — Z Z m(o)Rk o ek,

o€l 0EEext,cCI3 KeToelk
and then,
lerlir=— > Groeo— Y > m(0)Rigex, (94)
0EEext,0CI3 KeToelk

with Dyer defined by (14)-(17) where e € X(7) is defined by er(z) = ex for a.e. x € K, for
all K € T and by er(z) = e, for a.e. x € o, for all 0 € Eeyg, 0 C I3,
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Reordering the terms in the last summation, using the fact that Rx , = =Ry, for any o € &yt
such that o = K|L, (94) becomes:

lerliz <> >  (-Gko—m(0)Ris)es + Y m(o)Rs|Dserl, (95)
KeT oe€,oCI el

with R, = |Rk,o| = |RL | for 0 = K|L and R, = |Rk | for 0 C 0K and 0 € Eexs.
Let K € T and o such that o € £k and o C T'®. From the definitions of D,er (see Definition
24), Gk and Rk, we obtain that:

(_GK,O' - m(J)RK,J)eo — (FK,O' - FK,O’)60'7

Introducing a, m(o)b, since Fg , = — / Vu(z).nk dy(z) and thanks to the last equation in
(4) and to (42), we deduce that ’

(=Gro—m(0)RKo)ec = (Fro+m(0)b)(u(ys) — a)+(Fk o +m(o)b)(a - uy)
+ [ (Vuw) s — 8)(utyr) — )i @) 06)

a

+ /(Vu(ac).nKJ —b)(a — uy)dy(x).

Thanks to (4) and to (40)-(42), the first and the last term in the right hand side are non-positive,
the second one is equal to zero and the third one is non-negative. Hence, one has

(=Gk.o —m(0) Rk q)es < / (Vu(z) g, = b)(ulys) — a)dy(z), (97)

o

For a given edge o, if u # a on o, then from (4), one deduces that Vu.ng , —b = 0 on o so that
(-Gr,o —m(0)RK s)es < 0.
Now if 4 = a on a subset of ¢ whose measure is non zero, then Vu - 7 = 0 on the same subset,
where 7 denotes the unit tangent vector to o; hence, by regularity of u, there exists C' > 0 only
depending on D?u such that
u(ys) — a < C(size(T))?,
in this case, one has ~
(—Gk.o —m(0)Ri.s)es < Om(o)(size(T))?,

where C' > 0 only depends on u and b, so that

Y Y (—Gko—m(0)Rio)es < Cm(I?)(size(T))>. (98)

KeT o€k ,oCTs

Hence from (98) and using the Cauchy-Schwarz inequality, (95) yields that

HGTH%,T < (Z m(a)doRg) 3 (Z md(:') (D067)2>é + Cosize(T).

oel el

Using (92) we deduce from this inequality that there exists C3 € IR only depending on w, ¢
and €2 such that

ler 1% 7 < Cisize(T) llex ||, + Ca(size(T))*. (99)
Hence by Young’s Inequality, there exists C' € IR, only depending on u, b and €2 such that
ller|li,7 < Csize(T). (100)

The estimate of the discrete L? norm (89) follows by Lemma 2.1.
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6 Numerical tests

The aim of this section is to determine the numerical performance of the discretization by the
finite volume scheme (35)-(42).
In order to do so we study the following nonhomogeneous version of Problem (1)-(4):

—Alu(x)) = f, x€eqQ, (101)

u(x) = g(x), xeTl? (102)

Vu(x)-n = 0, xel? (103)
u(x) > a,

Vu(x)-n > b, x €T3, (104)

(u(x) — a)(Vu(x).n — b)

with Q =]0, z,,[x]0, Y[, the boundary 99 of 2 is composed of three non empty, non intersecting
connected sets I'!, T2 and I'3, such that :

't = {(z,y) Egs.t. x =0}, B
{(z,y) € Ust. y=yn} U{(z,y) € Us.t. 2=y},
{(z,y) € Qs.t. y =0},

F2
3
a, b € R, f € L*(Q), g € H/2(I'') n C(T"), n is the unit normal vector to dQ outward to
the domain 2. Hence for some a, b < 0, u satisfies Problem (101)-(104), with f € C(Q2) and
g € C*T1).

The functions f and g are chosen such that Problem (101)- (104) has a solution u which satisfies:

1. u e C2(Q),

2. u(x,0) > a, Vu(z,0) -n=0b, Vz € [0, meL
3. u(@,0) = a, Vu(@,0)-n > b, Va € [, ],

4. Vu(x)-n=0, vx € T2
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Figure 2: Domain of study

We define an admissible mesh 7 on 2, in the sense of Definition 2.1: each cell K € 7 is a
rectangle and we choose xx at the center of the cell K.
A discretization by a finite volume method gives the following discrete problem :

Y Fro=m(K)fx VKeT, (105)
o€fK
where F , is defined by
FKJ = _To'(uL — uK) Vo € gint ifo= K/L, (106)
Fro = —Tolgm@) —ux) Yo CT', o€k (107)
Fx, = 0 YoCT? 0€&k (108)
Frxo = —To(up —ug) Vo CT® o€k (109)
and on the Signorini boundary:
Uy > a VYo CI?®, (110)
~Fro, = m(o)b YocCT? (111)
Fk
> — T 4b) = r 112
(ug — a) <m(0) + > 0 VocCI?, (112)

1
where fx = W / f(z)dr and gp,(,) is the value of the fonction g taken at the center of the
m K

edge o.

We calculate the solution U = ((ug)xer, (Uo)gcrs) of Problem (105)-(112) thanks to the
monotony algorithm introduced in [24] and whose convergence is proven in a forthcoming paper
[23]. We recall it here for the sake of completeness.
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Monotony algorithm

o Initialization: Let £ and 5,50) C {0 € Eext, 0 C T3} such that £ ﬂEIEO) =0 and £ UEIEO) =
{U € Eexty 0 C PB}

e step (j): Assume the sets & and Eéj ) known such that £ N €l§j) = () and

EDUEY = {5 € €, o C T3,

Let ugz) € X(7) be defined by ug) (x) = u%) for x € K, for all K € T and by ugz)(x) = u) for
x € o, for all 0 € Ext, 0 C I'® where (u%), K €T, uy,0 € Eext, 0 C I'3) is the solution to the set
of equations (105)-(109) and :

ud) = a4 Voe&Y, (113)
Fl = —m(o)b Yoe&?, (114)

Let EU(LjJrl) and Elgjﬂ) be defined in the following way:

ey ={oeed;~FP >m(o)b}, Y] ={0 € €, 0 T3\ EY),
&4 ={oee?ud) > al, E) = {0 € Eouy 0 CTI\ EF), (115)
edtV =R ued), g = {0 € Eunpy o T\ ETHY,

e The algorithm stops if there exists a step (J) such that g = g/ and Séj ° = 5;‘”1).

We give below a graphical representation of u, of the trace of u on the Signorini boundary I'3,

of z=Vu-n(z,0) Vz € [0,2,,] and the trace of u on I'!, with the following data are used:

Tm=1, ypu=1, a= -1, b=-2. (116)
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Figure 3: z = u(z,y) VY(z,y) €
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Figure 4: 2z = u(z,0) Vo € [0,2,,] (on I'® : Signorini boundary)
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Figure 5: z = Vu - n(z,0) Vz € [0,2,,] (on T'® : Signorini boundary)
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Figure 6: z = w(0,y) Yy € [0, yn]
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In order to evaluate the error between the exact solution and the approximate solution, we
define for each K € 7, e = u(zg) — ug, for each 0 € Eeyy, 0 C I3, €5 = u(yy) — Uy, with
(ur)rker and (ug)scrs the (unique) solution to (105)-(112). Let us define again ey € X (7)
(see Definition 2.2) by er(x) = ex for x € K, for all K € T and by er(x) = e, for z € o, for
all o € Egxt, 0 C IS,

The study of the logarithm of the norm of the error with respect to the logarithm of the mesh
size allows us to determine an approximate order of convergence. With data defined in (116)
using uniform meshes from 900 = 30 x 30 to 1600 = 40 x 40 cells, numerical tests give the
following relations, as shown in figures 7, 8 and 9:

ezl L) = Coch™®

h1.46 and

lerllir = Ch
ezl 2@ = Cah?,

with h = size(T) and |.|[1,7 the discrete norm H ., defined in Definition 2.4.

log(lleT || e (02))

22 - -

-2.25 - -

-23 .

-2.35 - -

-2.4

-2.45 - -

-2.95 - -

2.6 | -
| | | |

-1.55 15 -1.45 14 -1.35 -1.3
log(h)

Figure 7: log(|ler || Lo (q)) = l0g(Cso) + 1.95l0g(h)
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log(llerll1,7)

-1.3

-1.35 -

-14

-1.45 -

-1.5

-1.55 -

-1.6 -

-1.55 15 -1.45 14 -1.35
log(h)

Figure 8: log(|ler||1,7) = log(Ch) + 1.46log(h)

log(lleT || r2(q))

-1.3

-2.5

-2.55
-2.6

-2.65

-2.75
-2.8

-2.85
-2.9

|
-2.95 ' ' '
-1.55 15 -1.45 1.4 -1.35
log(h)

Figure 9: log(|ler ||z2(q)) = log(C2) + 2log(h)
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Recall that in Theorem 5.1, we found |ez|[1,7 < Ch and |ler|z2() < Ch. The higher orders
which we find here are due to the fact that we are using a second order approximation of the
fluxes thanks to the fact that the mesh is uniform. This second order approximation of the fluxes
would also be obtained for any Voronoi mesh (not necessarily uniform), for which the edges are
equidistant from the points xx defined in Definition 2.1. This is obvious by a Taylor expansion
if the solution w is of class C? in the one-dimensional case, and follows from an adaptation of
the proof of the consistency of the flux in the case u € H?(§2) which is given in [9] or [16].

Remark 6.1 Is is worthwhile mentionning that the monotonicity algorithm which is used here
for the solution of the discrete Signorini problem has also been successfully adapted in the case
of the obstacle problem [25].

Aknowledgements The authors are grateful to Jérome Droniou, Robert Eymard and Thierry
Gallouét for numerous enlightening discussions.
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